Membrane localization accelerates association under conditions relevant to cellular signaling
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Abstract
Translocation of cytoplasmic molecules to the plasma membrane is commonplace in cell signaling. Membrane localization has been hypothesized to increase intermolecular association rates; however, it has also been argued that association should be faster in the cytosol because membrane diffusion is slow. Here we directly compare an identical association reaction, the binding of complementary DNA strands, in solution and on supported membranes. The measured rate constants show that for a 10 µm-radius spherical cell, association is 22-33-fold faster at the membrane than in the cytoplasm. The kinetic advantage depends on cell size, and is essentially negligible for typical ~1 µm prokaryotic cells. The rate enhancement is attributable to a combination of higher encounter rates in 2D and a higher reaction probability per encounter.
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Significance Statement
In eukaryotic cells, the translocation of signaling proteins from the cytosol to the cell membrane is a recurring theme in many signaling pathways. Why translocation occurs has been a subject of lively debate, with many theoretical propositions but little experimental evidence. One such hypothesis states that intermolecular encounters are more frequent on membranes than in solution. Although attractive, this idea has been challenged by the fact that membrane diffusion is significantly slower. In this study, we set out to answer this question by experimentally measuring the association rate of an identical reaction in solution and on membranes. The results confirm that association at the membrane is in fact faster, with additional mechanistic insights into the origins of the rate enhancement.
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Introduction

The translocation of signaling molecules from the cytosol to the cell membrane represents a key step in many signaling pathways (1). The process is exemplified by Ras activation in receptor tyrosine kinase (RTK) signaling (Fig. 1A) (2-4). Autophosphorylated transmembrane receptors recruit the nucleotide exchange factor Son of Sevenless (Sos) from the cytosol via one (Grb2) or two (Shc plus Grb2) adaptor proteins. Membrane-associated Sos then activates membrane-bound Ras, which in turn activates the MAP kinase (MAPK) cascade and initiates transcriptional programs for proliferation, differentiation, cell motility, and/or survival. Despite the fact that Sos activation is a complex, multistep process (5), the artificial recruitment of Sos to the membrane in the absence of receptor activation is sufficient to activate Ras, the MAPK pathway, and downstream transcriptional reporters (6, 7). Reconstitution of the Ras-Sos system shows that tethering the reaction to membranes substantially increases the turnover rate of nucleotide exchange (8, 9). Thus, membrane localization promotes greater signal output in this context. A wide variety of other signaling proteins also translocate to the membrane to become activated and/or to find targets, including phospholipase C gamma (PLCγ), phosphatidylinositol 3-kinase (PI3K), and both 3-phosphoinositide-dependent protein kinase 1 (PDK1) and its target Akt (10, 11). This last example is particularly striking: the activation of Akt depends upon the translocation of both its activator, PDK1, and Akt itself, to the plasma membrane. Thus, membrane translocation is a recurring theme in eukaryotic signaling.

This raises the fundamental question of how membrane localization promotes signaling. The potential advantages of a two-dimensional (2D) search over a three-dimensional (3D) search have long been of interest to theoreticians (12-19). For example, Pólya’s theorem shows that random walks on a grid in 2D will always find a stationary target, but in 3D the probability is less than one (12). Adam and Delbrück further explored the question and showed that translocation of molecules from the cytoplasm to a cell membrane may increase first-encounter rates and association rates (13). This concept has been elaborated on in a large number of subsequent papers (1, 14-17, 19-22). In the framework of Michaelis–Menten kinetics, a faster association rate could directly speed the activation of the target if the process is diffusion-controlled, or increase the steady-state concentration of protein-target complexes and thereby increase the rate of target activation if the process is reaction-controlled.

However, membrane translocation would also be expected to slow diffusion because membranes are more viscous than cytoplasm. Whether or not this slowing would completely counteract the positive effects of membrane translocation is currently a matter of conjecture (Fig. 1B), with some estimating that a membrane-associated 2D search should be quicker than a cytoplasmic 3D search (13, 17, 19, 21), and others predicting the opposite (20, 23, 24). Furthermore, it is not clear to what extent the first encounter rate between two species determines the association rate (20, 22, 24).

Here we set out to resolve these uncertainties through experiments comparing an identical association reaction in solution and at the membrane. We chose a model system approach to enable quantitation under controlled conditions: buffer solutions supplemented with crowding agents/viscosens to mimic the 3D physical environment of the cytoplasm, and supported phospholipid bilayers to represent 2D cell membranes (Fig. 1C). Each of these systems has a long
history of generating mechanistic insights into biological processes occurring in cellular environments (4, 25, 26). Supported membranes preserve the hallmark lateral fluidity of cell membranes, with diffusion largely determined by the viscosity of the lipids. Dynamics in buffer solutions can be further benchmarked with undiluted cytosolic extracts, which retain the composition and concentrations of cytosolic molecules. Here, we have directly compared the association rate of an identical reaction in solution and on membranes, a situation most closely analogous to the PDK1-Akt system. The results unequivocally show that, under conditions relevant to cellular signaling, association at the membrane is faster than in solution. Detailed kinetic analysis revealed that efficient 2D searches are partly attributable to a faster encounter rate at the membrane, with additional effects originating from slow dissociation and orientation effects. This type of rate enhancement is expected to be especially consequential for membrane-associated enzymes that are highly processive; this applies to the seminal example of Ras activation by SOS.

Results

Measuring the association rates of an identical reaction in solution and on membranes.

The association reaction we chose to study was the association of protein-sized complementary DNA strands to each other (Fig. 1C). By coupling a fluorescent dye to one strand and a fluorescent quencher to its complement, association can be monitored as fluorescence decay in real time (Fig. 1C and Fig. S1A-C) (27). Because short DNAs are relatively predictable in terms of structure, thermodynamics, and kinetics (27-29), they are particularly useful for elucidating the dynamical effects of membrane localization. DNA association reactions are also robust and relatively easy to control. In addition, the slow dissociation rates of double-stranded DNA allow association rates to be determined directly, simplifying the analysis. In the following experiments, we monitored association reactions over timescales of $\lesssim 10^3$ s, whereas the average lifetime of the DNA complexes used was $\geq 10^6$ s (Fig. S1D). Although DNA strands differ from proteins in terms of their flexibility and charge, the experimental advantages of the system make it a good choice for these first experiments directly comparing membrane and cytoplasmic association reactions.

The use of DNA enables us to initiate the association reaction through strand-displacement reactions, thereby defining the zero timepoint of the reaction (27-29). Measuring association rates on membranes is potentially problematic because the DNA strands could associate during the coupling of the fluorescent (F) and quencher (Q) strands to membrane lipids. To prevent this, strands were protected with complementary DNAs: a blocker strand (B) for the fluorescent strand, and a quencher anchor (A) for the quencher strand (Fig. 2A), using DNA sequences adapted from previous work on lipid-lipid encounters (27) (Fig. S1A). The F and A strands were functionalized with sulfhydryl groups to allow them to be covalently coupled to maleimide-derivatized lipids (30). The association reaction of interest, F to Q, was then initiated by the addition of an initiator strand (I) with a higher affinity for the blocker (B) than the blocker had for the fluorescent strand (F). The initiator binds to the toehold region on B and then outcompetes F in a strand displacement process. F is then free to diffuse and bind to its complementary strand Q through a second toehold-mediated strand displacement process. Blocking was found to protect about 80% of strands and the protection remained stable over hours. Although strand-displacement reactions are not necessary to time-resolve reactions in solutions, we followed this identical protocol for consistency.
Using this approach, we determined the rate constants for association in solution and at the membrane by titration experiments (Fig. 2B-E). For the solution reactions (Fig. 2B-D and Fig. S1), fluorescence was measured in a fluorimeter; for the membrane experiments (Fig. 2E) we used epifluorescence microscopy. To generate a family of kinetic traces, we varied the concentration of the quencher complex [Q:A] between 0 and 100% of the fixed total concentration of [B:F]. As a control, we measured the photobleaching rate in the absence of the quencher complex (Q:A), which accounted for less than 5% of total molecules (Fig. S1F); thus, most of the fluorescent decay was due to quencher-fluorophore association. Because the reaction consists of two sequential strand-displacement reactions (I displacing B and F displacing Q), we simplified the reaction kinetics by conducting these experiments with an excess of the initiator strand (I) as compared with the fluorescent complex (B:F). Under these conditions, the first strand displacement reaction could be regarded as essentially instantaneous, and the rate-limiting step was the association of the fluorescent strand (F) with the quencher (Q) (Fig. S1E) (27). In the simplest case, the association can be described by a bimolecular reaction mechanism:

\[ F + Q \xrightarrow{k} F:Q, \quad \text{Eq. 1} \]

and the kinetics is given by:

\[
\frac{dF:Q(t)}{dt} = kF(t)Q(t) = k[F_{tot} - F:Q(t)][Q_{tot} - F:Q(t)]. \quad \text{Eq. 2}
\]

where \( F:Q(t) \) is the concentration of the \( F:Q \) complex, \( F(t) \) is the concentration of uncomplexed fluorescent strands, \( F_{tot} \) is the total concentration of fluorescent strands, \( Q(t) \) is the concentration of free quencher strands, \( Q_{tot} \) is the total concentration of quencher strands, and \( k \) is the bimolecular association rate constant. Note that the units of \( k \) are concentration\(^{-1}\)time\(^{-1}\) for 3D solution experiments, and surface density\(^{-1}\)time\(^{-1}\) for 2D membrane experiments. This equation can be solved in closed form (see Supporting Information), with the time course of fluorescence given by:

\[
\frac{F(t)}{F_{tot}} = \frac{1 - Q_{tot}}{1 - \frac{Q_{tot}}{F_{tot}} e^{-(F_{tot} - Q_{tot})kt}}, \quad \text{Eq. 3}
\]

\( Q_{tot} \) and \( k \) were inferred by nonlinear curve fitting. For supported membrane experiments, \( F_{tot} \) was measured by fluorescence correlation spectroscopy to account for the coupling efficiency (Fig. S2). The solution experiments did not involve covalent coupling reactions, so \( F_{tot} \) was directly known. In a later section, we extend this treatment to a more realistic two-step model; nevertheless, under the experimental conditions, the time course of the two-step model is well-approximated by Eq. 3.

For buffer without Ficoll, fitting Eq. 3 to the data yielded a rate constant \( k \) of \( 2.6 \pm 0.2 \times 10^5 \text{M}^{-1}\text{s}^{-1} \) (mean ± standard error of the mean (SEM), unless stated otherwise; \( n = 8 \); see the statistics method in Supplementary Information), or \( 4.3 \pm 0.3 \times 10^4 \text{molecules}^{-1}\text{µm}^3\text{s}^{-1} \) (Fig. 2B, E). In buffer plus the viscogen Ficoll 70 at a concentration (10% w/w) that yielded diffusion constants similar to those seen in organelle-containing cytoplasm (31) (see below), the data yielded a rate constant \( k \)
of $1.7 \pm 0.2 \times 10^5 \text{M}^{-1}\text{s}^{-1}$, or $2.8 \pm 0.4 \times 10^4 \text{molecules}^{-1}\mu\text{m}^3\text{s}^{-1}$ (Fig. 2C, E; $n = 8$), which is about half of that in buffer without Ficoll.

Next, we measured the association rate on supported membranes (Fig. 2D). The membranes consisted of fluid dioleoylphosphatidylcholine (DOPC) bilayers containing 5% maleimide-derivatized dioleoylphosphatidylethanolamine (DOPE), prepared from sonicated unilamellar vesicles (Supplementary Information). We then used thiol-maleimide crosslinking to couple DNA strands to the derivatized DOPE and anchor them in the membrane (30). **Fig. S3 shows the DNAs attached to the bilayers are mostly mobile.** We were able to generate a wide range of DNA densities on membranes by this method, from tens to hundreds of molecules per $\mu\text{m}^2$, as quantified by fluorescence correlation spectroscopy (FCS) (Fig. S2). After density determination, strand-displacement reactions were initiated and followed by epifluorescence microscopy. Strand-displacement reactions were verified to be functional on supported membranes by checking that the fluorescence decay was dependent on quenchers (Q) and initiators (I) (Fig. S4). For these experiments, photobleaching was non-negligible (~25%), so data were corrected for photobleaching prior to fitting (Fig. S5). We found the reaction to be remarkably fast on membranes (<100 s for ~100 molecules-$\mu\text{m}^2$); therefore, most of our experiments focused on lower DNA densities (<100 $\mu\text{m}^2$). Titration with a series of Q:A concentrations yielded a rate constant $k$ of $2.8 \pm 0.7 \times 10^3 \text{molecules}^{-1}\mu\text{m}^2\text{s}^{-1}$ ($n = 3$) (Fig. 2E).

We confirmed that DNA molecules (F:B complexes) diffused more slowly on supported membranes than in buffer, buffer plus Ficoll, and cytosolic extracts using FCS (Fig. 3A). In all cases a simple diffusion model fit the FCS autocorrelation data satisfactorily, without the need to invoke anomalous diffusion. The membrane diffusion coefficient ($D$) was $3.0 \pm 0.6 \mu\text{m}^2\text{s}^{-1}$ (95% confidence interval, CI), which is typical of a molecule anchored to a fluid lipid in supported membranes (32, 33). In solution the diffusion coefficients were higher: $39.6 \pm 1.6 \mu\text{m}^2\text{s}^{-1}$ in buffer without Ficoll 70; $14.1 \pm 2.1 \mu\text{m}^2\text{s}^{-1}$ (95% CI) in buffer plus Ficoll; and $21.2 \pm 3.1 \mu\text{m}^2\text{s}^{-1}$ in cytosolic extract. We also compared the diffusion of DNA complexes to the 68 kDa protein bovine serum albumin (BSA) (Fig. 2B-D). In buffer ± Ficoll, diffusion coefficients for DNA and BSA were very similar, suggesting that the DNA construct has a similar length scale (we estimate that the DNA has a long axis of about 11-13 nm; BSA has a long axis of about 14 nm, and based on its partial crystal structure, Sos has a long axis of at least 13 nm, PDB: 3KSY). The diffusion coefficients in 10% Ficoll 70 were close to those for protein probes in cytoplasmic *Xenopus* egg extracts, which contain organelles in addition to cytosolic components (31). Diffusion of DNA in cytosol was slightly slower than expected from the behavior of BSA, possibly because of partial binding to cytosolic proteins. Although diffusion in both membranes and solutions was slightly faster than typical values observed in cells ($D\sim1 \mu\text{m}^2\text{s}^{-1}$ and $\sim10 \mu\text{m}^2\text{s}^{-1}$, respectively) (26, 34), the buffer, buffer plus Ficoll, and supported membrane model systems were reasonable approximations of diffusion in cells both in terms of the absolute magnitude of the diffusion coefficients and the fold-differences between solutions and membranes.

**Association is faster at the membrane than in solution.**

Given that diffusion was 5- to 13-fold slower on membranes than in 3D solutions, we asked if the association reaction was faster or slower. The rate constants from solutions and membranes cannot be directly compared because of their different units; we therefore calculated total reaction rates.
In solution, the reaction rate is given by $k_{3D}c_1c_2$, where $k_{3D}$ is the 3D rate constant in molecules$^{-1}$µm$^3$s$^{-1}$, and $c_1$ and $c_2$ are the concentrations of the fluor and the quencher in molecules·µm$^{-3}$. Units for the total reaction rate are molecules·µm$^3$s$^{-1}$, so the total number of complexes formed per unit time in a hypothetical cell with a volume $V$ is $k_{3D}c_1c_2V$. Likewise, the reaction rate at the membrane is $k_{2D}\sigma_1\sigma_2$, where $k_{2D}$ is the 2D rate constant in molecules$^{-1}$µm$^2$s$^{-1}$, $\sigma_1$ and $\sigma_2$ represent the surface densities of the fluor and quencher in molecules·µm$^{-2}$. Thus, the total reaction rate for a hypothetical cell with a surface area $A$ is $k_{2D}\sigma_1\sigma_2A$. We then define a dimensionless metric $R$, the rate enhancement factor after translocation to the membrane, as the ratio between total reaction rates at the membrane and in solution:

$$R \equiv \frac{k_{2D}\sigma_1\sigma_2A}{k_{3D}c_1c_2V}.$$  

Eq. 4

If $R > 1$, association in 2D at the membrane is faster than association in 3D in the cytosol; if $R < 1$, cytosolic association is faster.

If we assume equal total numbers of associating molecules $N_1$ and $N_2$ in the 2D case and the 3D case (Fig. 4A), then $\sigma_1 = N_1/A$ and $c_i = N_i/V$. For a roughly spherical hypothetical cell, Eq. 4 becomes:

$$R_N = \frac{k_{2D}N_1N_2V}{k_{3D}N_1N_2A} \approx \frac{k_{2D}^{\frac{4}{3}}\pi r^3}{k_{3D}^{\frac{4}{3}}\pi r^2} = k_{2D} \frac{r}{k_{3D} \frac{3}{2}}.$$  

Eq. 5

where the subscript $N$ in $R_N$ reminds us of the assumption of equal numbers of molecules. Note that the volume-to-area ratio, which determines the degree of condensation from 3D to 2D, is maximal for a sphere; other geometries can be accounted for by using the appropriate volume-to-area ratio (Fig. S7). 

Eq. 5 shows that the ratio $R_N$ depends upon the size of the cell (Fig. 4B). For a 10 µm-radius spherical cell (4 pL in volume; roughly the volume of a mammalian hepatocyte), association would be 22-times faster (±6) if we used the rate constants for membranes (Fig. 2E) vs. buffer without Ficoll (Fig. 2B), and 33-times faster (±10) for membranes vs. buffer plus 10% Ficoll (Fig. 2C).

For a 3 µm-radius budding yeast, $R_N$ is 6.5 to 10, and for a 600 µm radius *Xenopus* egg, it would be 1,300 to 2,000. For a 1 µm-radius spherical bacterium, there would be little advantage ($R_N = 2$ to 3) of 2D association over 3D (Fig. 4B). These findings suggest that for most eukaryotic cells, membrane localization substantially promotes intermolecular association, and for many prokaryotic cells it does not.

It has been argued that the advantage of membrane localization is that the protein and its target are closer than they would be in 3D. This idea can be tested by comparing 2D vs. 3D reactions in the condition where the average distance between a molecule and its target is kept constant (Fig. 4C).

We used a statistical approach to derive the nearest-neighbor distance distribution $w(x)$ for random non-interacting particles in 3D (35) and 2D (Fig. 4D; derivation shown in Supplementary Information). In 3D, the mean distance $<x_{3D}> = 0.554c^{-1/3}$, and in 2D, $<x_{2D}> = 0.5\sigma^{-1/2}$, where $c$ is target’s concentration in units of molecules·µm$^{-3}$ and $\sigma$ is in molecules·µm$^{-2}$. If we set the values of $N_2$ on the membrane and in the cytosol so as to satisfy the relationship $\sigma_2 \approx 0.815c_2^{2/3}$,
and keep \( N_i \) in the membrane and the cytosol equal, then the mean distances will be the same in the two cases. The ratio of the 2D to 3D rates is then:

\[
R_d \approx 0.815 \frac{k_{2D}\sigma_1 c_2^{2/3} A}{k_{3D} c_1 c_2} = 0.815 \frac{k_{2D}}{k_{3D}} c^{1/3}.
\] Eq. 6

Another method of relating 3D concentration to 2D density is to estimate how many molecules are expected in a plane slicing through a volume filled of evenly distributed molecules. This mapping can be achieved using 1D linear density defined as \( \lambda = c^{1/3} = \sigma^{1/2} \) (for example, 1000 molecules per unit volume on average can be constructed from 10 slabs of 100-molecule planes). The ratio of the 2D to 3D rates at equal linear density is given by:

\[
R_\lambda = \frac{k_{2D}\sigma_1 c_2^{2/3} A}{k_{3D} c_1 c_2} = \frac{k_{2D}}{k_{3D}} c^{-1/3}.
\] Eq. 7

Note that there is less than a 20% difference between \( R_d \) and \( R_\lambda \).

Eq. 6 and 7 show that, for target concentrations of less than \( \sim 250 \) nM, 2D association is faster than 3D association even when the mean distance to the nearest target is the same and even though diffusion is an order of magnitude slower (Fig. 4E, F). For high concentration targets, reactions are faster in solution when the distance is identical. Note that many proteins involved in membrane translocation, and their membrane-bound targets, are in fact scarce. For example, Sos is present at a concentration of 2000 to 12000 copies per cell in various mammalian cell lines (36), which for an 8.5 \( \mu \)m-radius cell with a volume of 2600 \( \mu \)m\(^3\) and a surface area of 900 \( \mu \)m\(^2\) corresponds to a concentration of 1.3 to 8 nM, and, if the Sos is confined to the membrane, a surface density of 2.2 to 13 molecules-\( \mu \)m\(^2\). Thus, for Sos and other scarce signaling molecules, the advantage of membrane localization involves more than just target proximity.

The rate enhancement may arise from a combination of efficient 2D searches, slowed dissociation, and favorable orientation.

Finally we turned to the issue of how the advantage of 2D over 3D arises; that is, how much of the advantage is due to a change in the encounter rate, and how much is due to other factors. We began by estimating the diffusion-mediated encounter rate, as opposed to the association rate, for the fluorescent and quencher DNA species, to see how much of the enhanced association is due to more frequent collisions. The collision rate cannot be directly measured experimentally, but we can use the Smoluchowski equation to estimate it, given our experimentally measured diffusion coefficients and the sizes of the DNA molecules. In 3D, the collision rate constant \( k_{3D} = 4\pi D d \), where \( D \) is the sum of the diffusion coefficients and \( d \) is the sum of the molecular radii (14). The value of \( d \) is approximately 5 nm for the strand-displacement reactions (27) and the sum of the diffusion coefficients is 79.2 \( \mu \)m\(^2\)s\(^{-1}\) in the absence of Ficoll and 28.2 \( \mu \)m\(^2\)s\(^{-1}\) in the presence of 10% Ficoll. This yields estimated collision rates of \( k_{3D} = 3.0 \times 10^9 \) M\(^{-1}\)s\(^{-1}\) or 5.0 molecules\(^{-1}\)\( \mu \)m\(^3\)s\(^{-1}\) in the absence of Ficoll, and \( 1.1 \times 10^9 \) or 1.8 molecules\(^{-1}\)\( \mu \)m\(^3\)s\(^{-1}\) in the presence of 10% Ficoll. The measured bimolecular rate constants were about 4 orders of magnitude smaller: \( 4.3 \times 10^4 \) molecules\(^{-1}\)\( \mu \)m\(^3\)s\(^{-1}\) for the no-Ficoll case and \( 2.8 \times 10^4 \) molecules\(^{-1}\)\( \mu \)m\(^3\)s\(^{-1}\) in the presence of Ficoll, or \( \sim 12,000 \) and \( \sim 6,400 \) slower, respectively. The calculation is more complicated for collision rates
in 2D; the rate constants are time-dependent, with \( k_{2D} = 4\pi D \left[ \ln \frac{4Dt}{d^2} - 2\gamma \right]^{-1} \) where \( \gamma \) is the Euler’s constant (18). However, with parameters relevant to signaling and on a timescale of seconds, the diffusion-limited rate constant is approximately constant with respect to time (it decreases by 24% from 1 to 60 s) (20), and \( k_{2D} = 5.1 \text{ molecules}^{-1}\text{µm}^2\text{s}^{-1} \) for \( t = 10 \text{ s} \). Thus in 2D, collisions are about 1,800-fold faster than the measured association rate. Thus, theoretical collision rates are much faster than the measured association rates in both 2D and 3D, indicating that a one-step bimolecular reaction mechanism (Eq. 1) does not adequately describe the association process. Note that this is also typical for protein-protein interactions in solution, where association rates are typically \( \sim 10^4 - 10^6 \text{ M}^{-1}\text{s}^{-1} \), orders of magnitude below the Smoluchowski limit.

This discrepancy can be accommodated by assuming a two-step model (17, 37, 38), where almost all of the collisions are non-productive and reversible, but a small fraction of collisions lead to essentially irreversible complex formation. This is shown schematically in Eq. 8:

\[
F + Q \xrightarrow{k_+} F \cdots Q \xrightarrow{k_{on}} F:Q, \quad \text{Eq. 8}
\]

where \( k_+ \) is the diffusion-mediated collision rate constant (either \( k_{2D} \) or \( k_{3D} \)), \( k_{on} \) is the association rate constant, and \( k_- \) is the rate constant for escape by diffusion. The failure of most of the encounter complexes, denoted \( F \cdots Q \), to go on to form the irreversible species \( F:Q \) could be due to a low probability that the collision complex will be oriented properly (39).

The rate equation for the production and consumption of the encounter complex \( F \cdots Q \) in this model is:

\[
\frac{d[F \cdots Q]}{dt} = k_+ [F][Q] - (k_{on} + k_-)[F \cdots Q]. \quad \text{Eq. 9}
\]

Given that the collision rate constant \( k_+ \) is large (the Smoluchowski limit), and that \( k_- \) is orders of magnitude higher than \( k_{on} \), we can make the steady-state assumption: \( \frac{d[F \cdots Q]}{dt} = 0 \). It follows that: \( [F \cdots Q] = \frac{k_+}{k_{on} + k_-} [F][Q] \), throughout the time course, which means that the rate of production of the irreversibly quenched complexes is:

\[
\frac{d[F:Q]}{dt} = k_{on} [F \cdots Q] = \frac{k_+ k_{on}}{k_{on} + k_-} [F][Q]. \quad \text{Eq. 10}
\]

Note that under these assumptions, this two-step mechanism is kinetically equivalent to a one-step bimolecular reaction (Eq. 1) with an effective forward rate constant of:

\[
k_f = \frac{k_+ k_{on}}{k_{on} + k_-} \quad \text{Eq. 11}
\]

\( k_f \) has a simple physical intuition if rearranged into:

\[
k_f = k_+ p_{on}, \quad \text{Eq. 12}
\]
where \( P_{on} = \frac{k_{on}}{k_{on} + k_{-}} \), a quantity between 0 and 1. Eqs. 10-12 describe a pair of molecules that collide at a rate determined by \( k_+ \) and bind with a probability \( P_{on} \) per collision. This expression can be further simplified to \( k_f \approx k_+ \frac{k_{on}}{k_-} \) in our case, since \( k_- \gg k_{on} \).

Accordingly, we can decompose the consequences of membrane localization into two principal effects: changes in the diffusion-mediated encounter rate and changes in the reaction probability per encounter. Inserting Eq. 12 into Eq. 5 yields:

\[
R_N = \left( \frac{k_{+2D}}{k_{+3D}} \right) \left( \frac{P_{on,2D}}{P_{on,3D}} \right). \tag{Eq. 13}
\]

The first parenthetical expression is the advantage of 2D over 3D that arises from changes in the collision rate, which takes into account changes in proximity, search efficiency, and diffusion. It amounts to a net 3.4-fold advantage of when comparing 2D to 3D for a 10 \( \mu \)m spherical cell, given the diffusion coefficients of buffer solution vs. supported membranes; this advantage increases to 9.4-fold when comparing with 10\% Ficoll. Thus, the faster collision rate in 2D contributes partly (3.4- to 9.4-fold) to the overall increased association rate (22- to 33-fold) seen experimentally.

The second parenthetical expression in Eq. 13 represents the change in the reaction probability for each encounter. Since overall the experimental value of \( R_N \) is 22 to 33 (Fig. 4B) and the diffusion-mediated encounter rate account for 3.4 to 9.4, the reaction probability \( (P_{on}) \) for 2D is 6.5- to 3.5-fold higher than for 3D (where the first and second numbers are again referencing to buffers without and with Ficoll, respectively). This result argues that the increased reaction probability is similar in importance to the increased collision rate for promoting association on the membrane.

We can break down the change in reaction probability further. We can estimate \( k_- \)’s contributions to \( P_{on} \) \( (P_{on} \approx k_{on}/k_-) \) by calculating the rate at which two molecules in an encounter complex diffuse a critical distance apart \( (x) \) (38). Assuming this critical distance to be twice the reaction radius for both solution and membrane cases (38), \( k_-3D = \frac{3D}{d^2} = 9.5 \times 10^6 \text{ s}^{-1} \) for buffer solution, \( k_-3D = 3.4 \times 10^6 \text{ s}^{-1} \) for Ficoll solution and \( k_-2D = \left( \frac{x^2 - d^2}{4D} + \frac{d^2 \ln(d/x)}{2D} \right)^{-1} = 0.6 \times 10^6 \text{ s}^{-1} \); thus, the retention time of the encounter complex is 16- to 5.6-fold longer on membranes. Given that \( P_{on} \) increases by only 6.5- to 3.5-fold on membranes, \( k_{on} \) apparently decreases by 2.5- to 1.6-fold. Therefore, this estimate suggests that both the escape rate and association rate decrease at the membrane, but the escape rate’s decrease is substantially greater, leading to an increased reaction probability per encounter at the membrane.

One of the various factors that might influence \( k_{on} \) is the likelihood that the encounter complex will be oriented properly to allow successful association. A priori it would seem that in 3D, where there are three degrees of rotational freedom, there would be a much higher proportion of unsuccessful orientations than there would be in 2D, where there is only one axis of rotation. This led us to test whether or not the likelihood of a permissive orientation impacts the association rate. To this end we examined the association of DNA strands in 2D and 3D using an inverted quencher strand with the thiol coupling site moved to the other end of the DNA molecule (Fig. 5A). The expectation was that association in 2D would be more affected than in 3D because the restriction
in two-dimensional orientation makes proper alignment less probable for the inverted configuration, resulting in a decrease in $R_N$. Note that the inverted strands can still bind by zippering parallel (instead of perpendicular) to the membrane surface. The efficiency of such an orientation has also been demonstrated in previous studies of the association of DNA strands residing in different apposed lipid bilayers (40).

Solution measurements showed that inverting the DNA strand decreased its association rate constant by a factor of 2.5, presumably due to a short overhanging linker sequence at the toehold region. In comparison, the association rate on membranes decreased by a factor of 6.8. Hence, the advantage of membrane localization decreased by 2.7-fold though it remained more favorable ($R_N = 6.5r/3$ vs. $R_{N,i} = 2.4r/3$; Fig. 5B, C). This result confirms that the physical constraint on orientation provided by membrane localization matters for this reaction, although the magnitude of the orientation effect is modest.

**Discussion**

In summary, from measurements of association rate constants for complementary DNA strands whose diffusion dynamics are comparable to those of a typical monomeric protein (BSA), we found that association is generally faster when the strands are anchored to a fluid supported membrane bilayer than when they are free in solution. *To our knowledge, this is the first direct experimental evidence on this longstanding question.* For a 10 µm spherical cell, the increase in association rate would be 22- to 33-fold. The magnitude of the effect depends upon the size of the cell; for most eukaryotic cells the effect should be substantial, whereas for most prokaryotic cells it should be minimal. Note that regulated translocation to the membrane appears to be commonplace in mammalian cells, and at least one example is known in budding yeast—the translocation of Ste5 between the plasma membrane and the cytoplasm (41-44). However, we do not know of an example of regulated membrane localization and 2D searches in prokaryotes.

As previously hypothesized, some of the advantage of 2D over 3D can be attributed to an increase in the encounter rate, which arises from increased proximity and the greater efficiency of a 2D search. These findings provide empirical support for the original proposal of Adam and Delbrück (13). In addition, there is an increase in the reaction probability per encounter, and it is comparable to the increased encounter rate. Multiple positive and negative factors may contribute to the overall reaction probability. One is the orientation effect; the loss of two degrees of rotational freedom should dramatically alter the conformational ensemble. Studies with flipped quencher strands did provide evidence for an orientation effect, although the magnitude of the effect was modest. Note that slower diffusion in the viscous membrane environment means that molecules spend more time in the encounter complex, thereby giving them more opportunity to align, which could figure into the relative rates of association vs. dissociation. One caveat here is that although the translational diffusion of the DNA strands being studied here is very similar to that of a BSA-sized protein (Fig. 3), other dynamical properties could be different, and these differences could be critical for the orientation effect.

Some proteins diffusing in cell membranes may have slower diffusion rates (34) than those seen here. This would be expected to decrease the 2D encounter rate but possibly increase the reaction probability (Eq. 13). Furthermore, note that in the current experiment, the membrane is
homogeneous. This is not necessarily the case in cells, where restriction of the binding partners to particular regions within the membrane through lateral phase separation or other types of organization could further increase the advantage of 2D over 3D (45-47).

One final question is how the advantage of 2D over 3D would apply to the particular signaling process we started with, the activation of Ras by Sos. If Ras and Sos were both cytoplasmic, there would be only one search involved in the activation of Ras by Sos, a 3D random walk. However, with Ras being constitutively membrane bound, Sos must first find a (scarce) activated RTK and only then perform a 2D random walk to find Ras. A single 3D random walk has been replaced by a 3D random walk plus a 2D random walk. However, Sos is highly processive on membranes: a single activated Sos molecule at the membrane can activate hundreds of Ras molecules before it dissociates (5, 9). Thus, the activation of multiple Ras molecules by membrane-localized Sos instead of cytoplasmic Sos replaces perhaps hundreds of slow 3D searches with one 3D search followed by hundreds of efficient 2D searches. In general, the greater the magnitude amplification generated by a signaling reaction, the greater the advantage of membrane localization.

Note that reduction of dimensionality is implemented differently here than in the interaction of transcription factors with DNA, one of the processes that motivated Adam and Delbrück. In what is now sometimes termed the standard model for the binding of transcription factors to specific enhancer sites on DNA, a combination of 3D searches for a nonspecific DNA strand followed by 1D searches for the enhancer speeds up the target-finding process (48). For membrane-associated proteins, processivity means that there are repeated applications of reduction of dimensionality for each of many target searches, thereby amplifying what may otherwise be a weaker 3D-to-2D effect compared to that of 3D-to-1D. Nevertheless, the conceptual similarity between both cases argues that changes in dimensionality, local concentration, and diffusion coefficients may be trade-offs that evolution has weighed and optimized in a number of different types of biological regulation.

Materials and Methods

DNA samples. DNA sequences are shown in Fig. S1, based on a previous study (27) with the modification of attaching a thiol group at the 5’ end for membrane tethering (30). All DNAs were synthesized and purified by Integrated DNA Technologies (IDT). DNAs were purchased in a single-stranded form and hybridized according to the protocol suggested by IDT. Before each membrane experiment, DNAs were reduced by dithiothreitol (DTT) to enable a thiol-maleimide coupling reaction. Details of each step are described in the Supporting Information.

Solution measurements. All experiments, including both the solution and membrane version, were performed in standard phosphate buffered saline (PBS) (11.9 mM phosphate, 137 mM NaCl, 2.7 mM KCl, pH 7.4) at room temperature. Buffer mimicking the viscosity of the cytoplasm was prepared with the addition of 10% Ficoll 70 by weight. Fluorescence in solution was measured with a fluorometer (JASCO FP-8300 model). The excitation and emission wavelengths were 496/5 and 524/5 nm, respectively. Data were acquired every 10 seconds. Additional details are available in the Supporting Information.

Membrane measurements. Supported membranes were prepared by depositing small unilamellar vesicles (SUVs) on an acid-treated glass substrate, as detailed in the Supporting Information. The
lipid composition was 5% 18:1 phosphatidylethanolamide-N-[4-(p-maleimidomethyl)cyclohexane-carboxamide] (PE MCC) in dioleoylphosphatidylcholine (DOPC) (Avanti Polar Lipids). The DNA density and diffusion on membranes were measured by fluorescence correlation spectroscopy (FCS) on an inverted Zeiss LSM 780 scanning confocal microscope. Fluorescence reactions were monitored by epifluorescence on a Nikon TiE inverted microscope. Samples were excited by a 475/28-nm light source that passed through a 474/27-nm bandpass filter and a 493-nm dichroic mirror. Emission signals passed through a 528/38-nm bandpass filter and were collected by an Andor EM-CCD camera (iXon DU-897). Images were acquired every 10 seconds with an exposure time of 200 ms. To reduce photobleaching, the PBS solution adjacent to supported membranes included 10 mM 2-mercaptoethanol (BME) and 2 mM Trolox. Details regarding all measurements and analyses are described in the Supporting Information.
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Fig. 1. Molecular association in 2D vs. 3D in cellular signaling. (A) Simplified schematic of a receptor tyrosine kinase (RTK) signaling pathway. The growth factor brings about dimerization, activation, and intracellular autophosphorylation of the RTK, which recruits cytosolic proteins to the membrane. Sos, a key GEF protein for Ras GTPase activation, is recruited to the cell membrane via the adaptor protein Grb2. Membrane-associated Sos activates Ras, which activates the MAP kinase cascade. (B) Schematic of association in 3D in the cytosol vs. 2D on a membrane. (C) Our approach to directly compare rates in 2D vs. 3D: a controllable DNA association reaction monitored on supported membranes, in buffers with or without viscogens, and in cytosolic extracts.
**Fig. 2.** Association reactions in solution and on membranes. (A) Schematic view of the strand displacement reaction. (B-D) Normalized traces of fluorescence as a function of time after initiating the DNA strand-displacement reactions in (B) phosphate buffered saline, (C) phosphate-buffered saline plus 10% (w/w) Ficoll 70, and (D) on supported membranes. In these titration experiments, the fluorescent complex (B:F) was fixed; the quencher complex (Q:A) in solution titration was {50, 25, 10, 5} and {100, 50, 25, 10} for B and C, respectively; for membrane experiments, the quencher was incubated at {1x, 0.75x, 0.5x, 0.25x} of the fluorescent complex during the coupling reaction. The fitted Qs were {36, 19, 8.1, 4.2} nM, {63, 39, 22, 12} nM, and {28, 31, 25, 9.1} molecules/µm² for B-D, respectively. Membrane data shown here have been corrected for photobleaching (Fig. S5). Solid curves are fits of Eq. 3. The rate constants are averages ± S.E.M. with n = 4. (E) Statistics from independent replicates of experiments in B-D. A second set of experiments is shown in Fig. S6.
Fig. 3. Diffusion characterization in solution and on membranes. (A) Normalized FCS autocorrelation functions of DNA F:B complexes. Diffusion coefficients were obtained from fitting a 3D Brownian model to the data, except in the case of membranes, in which a 2D Brownian model was used. Diffusion coefficients are shown as fitted values ± 95% confidence intervals fitting. (B-D) Normalized FCS autocorrelation functions for DNA F:B complexes to BSA-Alexa Flour 488 (black) in (B) buffer, (C) buffer plus 10% Ficoll 70, and (D) cytosolic Xenopus egg extracts.
Fig. 4. Association rates in 2D vs. 3D. (A and B) Changes in association rates when the numbers of molecules are kept constant in 2D and 3D. (A) Schematic showing a signaling molecule (blue) and its targets (orange) randomly distributed in the cytoplasm (left) or on the inner aspect of the plasma membrane (right). (B) Inferred ratio of the total association rate in 2D divided by the total association rate in 3D ($R_N$) for spherical cells of various sizes. We assumed equal numbers of molecules in the cytoplasm vs. on the membrane. A value of $R_N$ greater than 1 means that 2D association is faster than 3D association. The diagonal lines are plots of the relationship $R_N = \frac{k_{2D} r}{k_{3D} 3}$ using the value of $k_{2D}$ from the supported bilayer experiment and the value of $k_{3D}$ from either the buffer minus Ficoll (purple) or buffer plus Ficoll (orange) data. The radii of one prokaryote and three eukaryotic cells that span a range of sizes are shown. (C-F) Changes in association rates while keeping the mean nearest target distance the same in 2D and 3D. (C) Schematic showing nearest target distances in 2D and 3D. (D) Probability density functions for nearest target distances in 2D (red) and 3D (blue), assuming randomly distributed, non-interacting particles. Concentration (for 3D) and surface density (for 2D) values were chosen so that the average nearest target distance would be 0.1 µm for both cases. (E) The ratio of association rates keeping the mean nearest target molecule equal in 2D and 3D, as given by $R_d = 0.815 \frac{k_{2D}}{k_{3D}} c^{2/3}$. (F) The same as E except keeping the linear density ($\lambda = c^{1/3}$ for 3D and $\sigma^{1/2}$ for 2D) the same for 2D and 3D.
Fig. 5. Inverting quencher orientation affects membrane advantage. (A) Schematic view of the binding of a fluorophore-containing strand to an inverted quencher on supported membranes. When coupled to the supported membrane, the iQ:iA strand has an inverted orientation compared to the B:F and Q:A strand. This orientation was achieved by moving the thiol coupling site from the end of the A strand to the Q strand. (B and C) Titration experiments of the inverted DNA reaction in (B) buffer and (C) on membranes. The titrated iQ:iA concentration and density were \{100, 50, 25, 10\} nM and \{1x, 0.75x, 0.5x, 0.25x\} for B and C, respectively.
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Materials and Methods

DNA Preparation. DNA sequences used in this study are shown in Fig. S1. The sequences mostly followed previous work (1), except with the modification of attaching a thiol group for membrane coupling (2). All DNAs were synthesized and purified (HPLC) by Integrated DNA Technologies (IDT). Using secondary structure analysis provided by IDT (OligoAnalyzer), we verified that all sequences used have unfavorable hairpin structures ($\Delta G \gtrsim 0$). All DNAs were ordered in single-stranded form. To prepare complexes (B:F and Q:A), we followed protocols suggested by IDT: an equimolar ratio of single-stranded DNAs were mixed and heated to 94°C for 2 min, and then the sample was then let to anneal back to room temperature over an hour. DNA complexes were then stored in a 4°C freezer.

The thiol-containing DNAs were shipped in an oxidized form, protected by an S=S bond. Thus, a reduction step was needed prior to membrane coupling. We followed recommendations by IDT to reduce the thiol group using dithiothreitol (DTT). Before coupling reactions, 5 µM DNA was mixed with 100 µM DTT (Thermo Scientific) in borate buffered saline (BBS) (10 mM sodium borate, 150 mM NaCl, pH 8.5) (Rockland) at 37°C for an hour. The solution was then desalted using Zeba spin desalting columns (7 kDa molecular weight cut-off; Thermo Scientific) three times. Columns were buffer-exchanged to BBS before use. For consistency, we reduced DNA only before membrane coupling reactions in small batches.

Buffer and Crowding Agent Solutions. All experiments (membranes and solutions) were performed in standard phosphate buffered saline (PBS) (11.9 mM phosphate, 137 mM NaCl, 2.7 mM KCl, pH 7.4) (Fisher Scientific), except for cytosolic extracts. To increase buffer viscosity, we added 10% Ficoll 70 (by weight) (Sigma Aldrich) in PBS buffers. Solutions were stirred overnight to ensure proper mixing.

Cytosolic Extracts. Cytosolic extracts were prepared following the protocol of Deming and Kornbluth (3), except without the energy regeneration mix. To obtain sufficient cytosolic volume, we typically combined two to three fresh batches of eggs. An additional benefit of combining batches of eggs is that the result may be less specific to one batch of eggs. Because of a higher volume than typical extract preparation, we performed a second round of ultracentrifugation for the cytosolic fraction using the same setting as the first round of ultracentrifugation (250,000 g) for 25 min. Final cytosolic extracts were flash-frozen and kept in a -80°C freezer. All Xenopus experiments and animal care followed protocols (APLAC-13307) approved by the Institutional Animal Care and Use Committee (IACUC) of Stanford University. Prior to adding DNA probes, cytosolic extracts were supplemented with 100 µM mirin (Tocris Bioscience) and 20 mM EDTA (Sigma) and incubated for 10 min to inhibit nuclease activities. When adding reagents to solutions (extracts or viscosogen agent solutions) for measurements, we minimized dilution by reagents (typically, the solution retained >95% of its concentration, and >90% at the minimum).

Fluorometer. Solution measurements were performed using a JASCO spectrophotometer (FP-8300 model), which was controlled by the Spectra Manager 2 software. Time course was taken using the Time Course Measurement option in Em Intensity mode. The excitation wavelength was 496 nm (bandwidth 5 nm), and the emission wavelength was 524 nm (bandwidth 5 nm). The response was set to 0.5 s, and the sensitivity was set to medium. Data were typically taken every 10 s. Background fluorescence was always checked prior to measurements. All strand-displacement measurements (solution and membrane) were done at room temperature. The time-course data were analyzed with a bimolecular reaction: $F + Q \rightarrow F:Q$, in which the reaction rate is $kFQ$, where $k$ is the rate constant, $F$ and $Q$ are the concentrations of the fluorescent and quencher strands, respectively. The integrated rate equation for bimolecular reactions has the form:
\[ \ln \left( \frac{Q_{\text{tot}}}{F_{\text{tot}}} \right) = (Q_{\text{tot}} - F_{\text{tot}}) kt, \]

Eq. S1

where the subscript \( t \) denotes the total (or initial) concentration of \( F \) or \( Q \). Rearranging Eq. S1 gives

\[
\frac{Q}{F} = \frac{Q_{\text{tot}}}{F_{\text{tot}}} e^{-(F_{\text{tot}} - Q_{\text{tot}}) kt} = \frac{Q_{\text{tot}} - (F_{\text{tot}} - F)}{F},
\]

\[
F = \frac{F_{\text{tot}} - Q_{\text{tot}}}{\left(1 - \frac{Q_{\text{tot}}}{F_{\text{tot}}} e^{-(F_{\text{tot}} - Q_{\text{tot}}) kt}\right)},
\]

\[
\frac{F}{F_{\text{tot}}} = \frac{(1 - \frac{Q_{\text{tot}}}{F_{\text{tot}}} e^{-(F_{\text{tot}} - Q_{\text{tot}}) kt})}{\left(1 - \frac{Q_{\text{tot}}}{F_{\text{tot}}} e^{-(F_{\text{tot}} - Q_{\text{tot}}) kt}\right)}. \tag{Eq. S2}
\]

The last equation of Eq. S2 was used to fit the normalized data. In the fitting procedure, \( F_{\text{tot}} \) was fixed based on the initial fluorescence intensity, \( k \) and \( Q_{\text{tot}} \) were floating parameters.

**Supported Membranes.** Small unilamellar vesicles (SUVs) were prepared by mixing 5% (by mol/mol) 18:1PE MCC with DOPC in chloroform, where DOPC stands for 1,2-dioleoyl-sn-glycero-3-phosphocholine and 18:1 PE MCC stands for 1,2-dioleoyl-sn-glycero-3-phosphoethanolamine-N-[4-(p-maleimidomethyl)cyclohexane-carboxamide] (sodium salt) (Avanti Polar Lipids). If visualization of bilayers was required, 0.01% of TR-DHPE was added to the mixture; TR-DHPE stands for Texas Red 1,2-dihexadecanoyl-sn-glycero-3-phosphoethanolamine, triethylammonium salt (Invitrogen). The solution was then evaporated by blowing \( \text{N}_2 \) for 10 min. Dried lipid films were then resuspended in \( \text{H}_2\text{O} \) by vortexing, resulting in a concentration of 0.5 mg/mL. Finally, vesicle solutions were sonicated for 45 s in an ice-water bath twice to make SUVs. SUVs were stored in a 4°C fridge for experiments on the next day. All experiments used new batches of freshly prepared vesicles for consistency.

Supported lipid bilayers (SLBs) were assembled in a flow chamber system (µ-Slide, Ibidi). Glass substrates were piranha etched (\( \text{H}_2\text{SO}_4: \text{H}_2\text{O}_2 = 3:1 \) by volume; warning: strong acid) (Fisher Scientific) for 5 min, followed by excessive rinsing with \( \text{H}_2\text{O} \). Substrates were blown dry with air before attaching to the flow chamber system. SLBs were formed on substrates by incubating the prepared SUVs at 0.25 mg/mL mixed in 0.5x tris buffered saline (TBS) (1x TBS: 20 mM Tris, 136 mM NaCl, pH 7.4) for at least 30 min. Chambers were then rinsed with 1x TBS buffers. Next, 1 mg/mL (0.1%) BSA (Sigma) in TBS buffers was incubated for 10 min to block detects in SLBs. Then solutions were exchanged to borate buffered saline (BBS) buffers (10 mM sodium borate, 150 mM NaCl, pH 8.5) (Rockland). Reduced DNAs (see DNA Preparation) were then added to the solution at a desired concentration (~50-200 nM for a typical titration experiment) and incubated for 1 hr (higher densities were achieved with higher concentrations and up to 2.5 hr of incubation). The sample was then heavily washed in the last step with PBS buffers (the imaging condition). All bilayer preparation was done at room temperature, unless stated otherwise.

**Fluorescence Correlation Spectroscopy.** FCS data were collected with an inverted Zeiss LSM 780 multiphoton laser scanning confocal microscope. Samples were excited by a 488 nm laser line (3 \( \mu \)W) that passed through a 488 beam splitter and focused by a C-APO 40x (FCS-certified) water-based objective. Emissions passed through a variable secondary dichroic (VSD) beam splitter that selected signals from wavelength 499-579 nm. The pinhole was aligned using the Adjust Pinhole function in the software. Signals were collected by the LSM BiG module with GaAsP photodetector, which enabled the selection of detection wavelength. All data were acquired using the ZEN Black software.
The ZEN program calculated time autocorrelation functions by \( G_{ZEN}(\tau) = \frac{\langle I(t)I(t+\tau) \rangle}{\langle I(t)^2 \rangle} \), where \( I(t) \) is the fluorescence intensity, \( \tau \) is the delay time, and \( \langle \cdot \rangle \) denotes the average. This function relates to our definition of autocorrelation function by \( G(\tau) = \frac{\langle \delta I(t)\delta I(t+\tau) \rangle}{\langle I(t)^2 \rangle} = G_{ZEN}(\tau) - 1 \), where \( \delta I(t) = I(t) - \langle I(t) \rangle \). Subsequent fitting was performed in Igor Pro (version 6). A Brownian diffusion model was used to fit the autocorrelation data:

\[
G_{3D}(\tau) = \frac{1}{N(1+\tau_0/\tau_D)}  \frac{1}{(1+\tau/2\tau_D)}
\]

where \( N \) is the particle number, \( \tau_D \) is the characteristic diffusion time, and \( s \) is the structural parameter of the optics and was fixed to 7 as suggested by the manual. For membrane experiments, autocorrelation functions were fitted by a 2D diffusion model: \( G_{2D}(\tau) = \frac{1}{N} \left( 1 + \frac{\tau}{\tau_D} \right) \).

All curve fitting was performed between a time range of 10 µs to 1 s (except spot-size calibrations, where a time range of 1 µs-0.1 s was used). The diffusion coefficient of the sample was calculated by \( D = \frac{w^2}{4\tau_D} \), where \( w \) is the confocal spot radius and \( \tau_D \) is the measured diffusion time. The spot-size (\( w \)) was calibrated by averaging spot-sizes determined by fluorescein (Sigma Aldrich), Alexa Fluor 488 (Invitrogen), Atto488-carboxylic acid (Atto-Tec), and 0.1 µm TetraSpeck microspheres (Invitrogen) in water at room temperature assuming known diffusion coefficients (\( D = 425,435,400 \), and 4.4 µm²/s, respectively). For measurements on supported membranes, it is worth noting that reliable autocorrelation functions and stable intensities are strong indicators of fluid membranes (Fig. S2). We did not see any discernable photobleaching in the intensity traces (even when moving to a new position), suggesting that DNAs were mostly fluid on bilayers. All DNA densities on SLBs were measured independently prior to strand-displacement reactions.

**Epifluorescence Microscopy.** Monitoring strand-displacement reactions on supported membranes was performed on a Nikon TiE inverted microscope. Samples were excited by a 475/28-nm light source (Lumencor Spectra III) (120 µW). The excitation light passed through a 474/27-nm bandpass filter and a 493-nm dichroic mirror (Sedat quad filter set, Semrock) and focused through a 100x 1.49 N.A. oil immersion objective (Nikon). Emission signals passed through a 528/38-nm bandpass filter (Sedat quad filter set, Semrock) and were collected by an Andor EM-CCD camera (iXon DU-897). Images were acquired every 10 s with an exposure time of 200 ms. All data acquisitions were controlled by the NIS-Elements software. Prior to imaging, the sample was buffer exchanged to PBS buffers containing 10 mM 2-Mercaptoethanol (BME) (Sigma) and 2 mM Trolox (Cayman Chemical) to reduce photobleaching. Strand-displacement reactions were triggered by including initiator strands (I) in the above PBS buffers.

Photobleaching was estimated with samples without the initiator strand. Fluorescence intensities from images were extracted in ImageJ. After background subtraction, the intensities were normalized to the initial point. Data were then corrected for photobleaching by dividing each time point by the photobleaching curve. Processed data were then fitted by the same procedure described in the Fluorometer section (Eq. S2).

**Unit and Unit Conversion.** The rate constants \( k \), derived from solution and membrane experiments were expressed in the unit of M⁻¹s⁻¹ and µm²s⁻¹, respectively. The solution rate constants were then converted to the unit of µm³s⁻¹ by \( M^{-1} = \frac{dm^3}{mole} = \frac{(10^{15} \mu m^2)}{6\times10^{23} molecule} = 1.67 \times 10^{-9} \frac{\mu m^3}{molecule} \). Thus, \( k_{solution} = 2.6 \times 10^5 M^{-1} s^{-1} = 4.3 \times 10^{-4} \mu m^3 s^{-1} \); \( k_{Ficoll} = 1.7 \times 10^5 M^{-1} s^{-1} = 2.8 \times 10^{-4} \mu m^3 s^{-1} \). In all subsequent analyses, rate constants have units in µm and s.

**Statistics for Fig. 2 titration experiments.** To calculate the mean and the standard error of the mean (SEM) of the titration experiments in Fig. 2B-E, we first assessed how the day-to-day variation compared to the measurement error within the same day, then applied the
corresponding formula to calculate the statistics. If the day-to-day variation was smaller or comparable to the measurement error, such as the case in all solution measurements, data points across different days were compiled to calculate the statistics. If the day-to-day variation was larger than the measurement error, such as the case in supported membranes, the average values from different days were compiled to compute the final statistics. All averages were arithmetic averages without weights.

**Derivation of distance to the nearest target.** In the following, we derive the distance distribution of a single signaling molecule with its nearest target molecule. Particles are randomly distributed and non-interacting. Following the seminal work of S. Chandresekhar (5), we define $w_{3D}(x)$ as the probability of finding the nearest neighbor molecule between $x$ and $x + dx$ in the solution, with the fluorescent molecule marked at the center. By definition:

$$w_{3D}(x) = \left(1 - \int_0^x w_{3D}(x')dx'\right)4\pi x^2 c.$$  

Eq. S4

Note that the concentration adopts a unit of $\mu m^{-3}$. Eq. S4 is solved by differentiation and then integration with respect to $x$:

$$\frac{d}{dx} \frac{w_{3D}(x)}{4\pi x^2 c} = \frac{d}{dx} \left(1 - \int_0^x w_{3D}(x')dx'\right) = -w_{3D}(x) = -4\pi x^2 c \left(\frac{w_{3D}(x)}{4\pi x^2 c}\right),$$

$$\int \frac{d}{dx} \left(\frac{w_{3D}(x)}{4\pi x^2 c}\right) = \int -4\pi x^2 c dx,$$

$$\ln \left(\frac{w_{3D}(x)}{4\pi x^2 c}\right) = -\frac{4}{3} \pi x^3 c,$$  

Eq. S5

from which we obtain:

$$w_{3D}(x) = 4\pi x^2 c e^{-\frac{4}{3} \pi x^3 c}.$$  

Eq. S6

$w_{3D}(x)$ describes the full statistical distribution of the nearest target (Fig. 4D). Thus, the average distance is:

$$d = \langle x \rangle = \int_0^\infty r w_{3D}(r)dr = \Gamma \left(\frac{4}{3}\right) \left(\frac{3}{4\pi c}\right)^\frac{1}{4} \approx 0.554 c^{-\frac{1}{3}},$$  

$$c = \frac{0.17}{d^3},$$  

Eq. S7

where $\Gamma$ is the gamma function.

The nearest-neighbor distribution in 2D is defined similarly:

$$w_{2D}(x) = \left(1 - \int_0^x w_{2D}(x')dx'\right)2\pi x \sigma,$$  

Eq. S8

which can be solved following steps in Eq. S5:

$$\frac{d}{dr} \left(\frac{w_{2D}(x)}{2\pi x \sigma}\right) = \frac{d}{dx} \left(1 - \int_0^x w_{2D}(x')dx'\right) = -w_{2D}(x) = -\left(\frac{w_{2D}(x)}{2\pi x \sigma}\right)2\pi x \sigma,$$
\[
\int \frac{d \left( \frac{w_{2D}(x)}{2 \pi x \sigma} \right)}{\left( \frac{w_{2D}(x)}{2 \pi x \sigma} \right)} = \int -2 \pi x \sigma \, dx,
\]
\[
\ln \left( \frac{w_{2D}(x)}{2 \pi x \sigma} \right) = -\pi x^2 \sigma, \quad \text{Eq. S9}
\]
from which we arrive:
\[
w_{2D}(x) = 2 \pi x \sigma e^{-\pi x^2 \sigma}. \quad \text{Eq. S10}
\]
Thus, the average distance in 2D is:
\[
d = \langle x \rangle = \int_0^\infty x w(x) \, dx = \Gamma \left( \frac{1}{2} \right) \left( \frac{1}{\pi \sigma} \right)^{\frac{1}{2}} = 0.5 \sigma^{-\frac{1}{2}},
\]
\[
\sigma = \frac{1}{4d^2} \quad \text{Eq. S11}
\]
At this point, it is useful to calculate some numbers relevant to cells. An average protein in cells has a concentration of about 200 nM (assuming 1/25,000 of total proteins), which is equivalent to an average distance of about 112 nm; a distance of 100 nm maps to a surface density of about 25 molecules \( \mu \text{m}^{-2} \).

For a spherical cell of radius \( r \), we can calculate how much the average nearest neighbor distance would change after membrane translocation by using the relationship:
\[
\langle x_{2D} \rangle = 0.5 \sigma^{-\frac{1}{2}} = 0.5 \ast \left( \frac{N_s}{A} \right)^{-\frac{1}{2}} = 0.5 \ast \left( \frac{4 \pi r^3 \sigma}{4 \pi r^2} \right)^{-\frac{1}{2}} = 0.5 \ast \left( \frac{r c}{3} \right)^{-\frac{1}{2}}. \quad \text{Eq. S12}
\]
If our spherical cell has a radius of 10 \( \mu \text{m} \), then \( \langle x_{2D} \rangle \approx 0.274 c^{-\frac{1}{2}} \).
Supporting Figures

Fig. S1. Characterization of strand-displacement reactions in solution. (A) DNA constructs used in this study. The fluorescein derivative used was FAM. When coupled to the membrane, the left side of the sequence was closest to the membrane surface (the thiol group is the coupling site). (B and C) Fluorescence spectra and time courses of the blocked fluorescent strand (B:F) with and without the initiator strand (I). Dashed lines show the wavelength used to measure the time course (left) and the time point when the spectrum was taken (right). (D) Estimation of the upper bound of the dissociation rate of DNA complexes (F:Q). To resolve the dissociated strands, we added complementary strands without the quencher such that most strands, once dissociated, will remain fluorescent. By fitting a linear rate to the early slope (slope \( \approx k_{-1} [F:Q] \)), the fit yielded a dissociation rate constant of \( 2 \times 10^{-6} \) s\(^{-1}\). Note that this estimation is likely higher than the true dissociation rate because the additional complementary strand may compete with the quencher strand (Q). Nevertheless, this slow rate indicates that the average lifetime of these DNA complexes (\( \geq 10^6 \) s) are much longer than the time course of titration experiments (\( \leq 10^3 \) s) (Fig. 2). Therefore, in these experiments, the number of association events can be approximated by the number of complexes. (E) Titration of the initiator strand (I) on the kinetics of strand-displacement reactions. When the initiator’s concentration was above 5-fold of the fluorescent strand (F), the kinetics became mostly independent of the initiator’s concentration, which
suggests that the rate-limiting step was the fluorescent strand (F) binding to the quencher strand (Q). (F) Data in Fig. 2B overlaid with photobleaching control (black) under the same experimental condition. At the end of the experiment, less than 5% of molecules were photobleached.
Fig. S2. DNA density titration on supported membranes. (A) Epifluorescence images of titrating the fluorescent strand (F) on supported membranes. (B) Surface densities of DNA were calibrated by fluorescence correlation spectroscopy (FCS). Dashed lines are fitting of a 2D Brownian model. (C) Summary of data shown in A and B. It was experimentally convenient to have a linear relationship (dashed lines) between surface densities and incubation concentrations, though this linearity was not strictly required for the experiments. We measured the density of all the samples independently prior to strand-displacement reactions.
Fig. S3. Fluidity characterization of fluorophore-DNA strands attached to supported membranes. (A) Fluorescence recovery after photobleaching (FRAP) of DNA tethered to supported membranes. (B) Fluorescence intensity of DNA in a confocal spot of about 200 nm for characterizing local fluidity. (C, D) The first and last minute of data in B. Note that the final intensity was still about 90% of initial intensity after 10-min of continuous light exposure, suggesting that most of the DNAs were mobile.
Fig. S4. Characterization of strand-displacement reactions on supported membranes. (A) Images (top) and time courses (bottom) of strand-displacement reactions with and without the initiator strand (I) on supported membranes. Note that the initiator-dependent fluorescent decay (blue) was much steeper than the bleaching curve (black) (prior to photobleaching correction). Scale bar, 20 µm. (B) Epifluorescence intensities before and after adding initiator at different regions of interest. In contrast to A, intensities here were measured without prior exposure to light (i.e., no photobleaching). (C) Same as in B, except without the quencher strand (Q). Error bars, SEM from 6 different regions of interest (ROI).
**Fig. S5.** Photobleaching correction for reactions on supported membranes. Normalized intensity traces before (left) and after (right) photobleaching correction. Data were corrected by dividing the intensity of each time point by that of the bleaching curve (black). Note that, after correction, the kinetic traces plateaued near the end of experiments, suggesting that the correction was appropriate.
Fig. S6. Association reactions: a set of independent replicates. (A-C) Independent replicates of experiments shown in Fig. 2B-D (see the figure legend). Statistics are summarized in Fig. 2E.
Fig. S7. Other geometry for $R_N$: cylinders and disks. (A) Geometry of a cylinder and a disk. Both shapes are parameterized by the radius and height, with cylinders having $2r < h$ and disks having $2r > h$. In both cases, $\frac{V}{A} = \frac{rh}{2(r+h)}$. (B) Comparison of cylinders and disks with spheres. The long axis of a cylinder (h) or disk (2r) is taken as the diameter of the sphere. Thus, for $r/h > 0.5$, $R_N = \frac{k_{2D}}{k_{3D}} \frac{r}{3} \left( \frac{3}{2(1+\frac{r}{h})} \right)$; for $r/h < 0.5$, $R_N = \frac{k_{2D}}{k_{3D}} \frac{h}{3} \left( \frac{3}{(1+\frac{h}{r})} \right)$. The blue curve shows the parenthesis of the $R_N$ expressions. Other shapes relevant to cells have a smaller $R_N$ of about 40-100% of a sphere. (C and D) $R_N$ of cylinders and disks. For example, a bacterium of $r = 0.5$ µm and $h = 2$ µm gives $R_N$ of 1.3 to 2.0; a mammalian cell of $r = 10$ µm and $h = 5$ µm gives $R_N$ of 11 to 17.
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